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S4. Performance metrics 

We utilize the following five performance metrics to assess the quality of our model fit and the 

30-day ahead short-term forecasts: the mean absolute error (MAE) [1], the root mean squared 

error (RMSE) [2], the coverage of the 95% prediction intervals (95% PI) [2], the mean interval 

score (MIS) [2] and the weighted interval score (WIS) [2] for each of the three models: GLM, 

Richards model and the sub-epidemic model. 

We compare the model fit to the incidence data fitted to the model for evaluating the calibration 

performance. In contrast, we compare our forecasts with the incidence data for the forecast 

period for evaluating forecast performance. 

The RMSE and MAE assess the average deviations of the model fit to the observed data. The 

MAE is given by 

𝑀𝐴𝐸 = !
"
∑ |𝑓*𝑡# , Θ./ − 𝑦$!|
"
#%! . 

The RMSE is given by 

 

𝑅𝑀𝑆𝐸 = 4!
"
∑ (𝑓*𝑡# , Θ./ − 𝑦$!)&
"
#%! . 

 

In both these equations, 𝑦$!is the time series of cases by date of onset, 𝑡# is the time stamp and 

Θ. is the set of model parameters. For the calibration period, n equals the number of data points 

used for calibration, and for the forecasting period, n = 30 for the 30-day ahead short-term 

forecast. 

 



Moreover, in order to assess the model uncertainty and performance of PI, we used the 95% PI 

and MIS. The prediction coverage is defined as the proportion of observations that fall within 

the 95% PI and is calculated as 

𝑃𝐼	𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 = !
"
∑ 𝐼A𝑦$! > 𝐿$! 	∩ 	𝑦$! < 𝑈$!G
"
#%! , 

where 𝑦$!  is the case incidence data, 𝐿$! 	and 𝑈$!are the lower and upper bounds of the 95% PIs, 

respectively, n is the length of the period, and I is an indicator variable that equals 1 if value of 

𝑦$! is in the specified interval and 0 otherwise. 

 

The MIS addresses the width of the PI as well as the coverage. The MIS is expressed as 

  

𝑀𝐼𝑆 = 	 !
"
∑ *𝑈$! − 𝐿$!/ +

&
'.')

(𝐿$! −
"
#%! 𝑦$!)𝐼A𝑦$! <𝐿$!G +

&
'.')

	(𝑦$!	 − 𝑈$!)𝐼A𝑦$! > 𝑈$!G. 

 

In this equation 𝐿$!, 𝑈$!, 𝑦$!, n and I are specified above for PI coverage. Therefore, if the PI 

coverage is 1, the MIS is the average width of the interval across each time point. For two 

models with equivalent PI coverage, a lower MIS value indicates narrower intervals [2]. 

 

Weighted interval score 

Weighted interval score (WIS) is a proper score that provides quantiles of predictive forecast 

distribution by combining a set of interval scores (IS) for probabilistic forecasts. An interval 

score is simple proper score requires only a central (1−α)×100% prediction interval (PI) [2] 

and is described as 

 

𝐼𝑆+(𝐹, 𝑦) = (𝑢 − 𝑙) +
2
𝛼 ×

(𝑙 − 𝑦)𝐼(𝑦 < 1) +
2
𝛼
(𝑦 − 𝑢)𝐼(𝑦 > 𝑢) 

 



In this equation I refers to the indicator function, meaning that 𝐼(𝑦 < 𝑙) = 1 if 𝑦 < 𝑙 and 

0 otherwise. The terms 𝑙 and 𝑢 represent the +
&
 and 1 − +

&
 quantiles of 𝐹. The IS consists of 

three distinct quantities: 

 

1. The sharpness of 𝐹, given by the width 𝑢 − 𝑙 of the central (1 − 𝛼)PI. 

2. A penalty term &
+
× (𝑙 − 𝑦) × 𝐼(𝑦 < 𝑙) for the observations that fall 

below the lower end point 𝑙 of the (1 − 𝛼) × 100%	PI. This penalty 

term is directly proportional to the distance between the lower end 𝑙 of 

the PI and y. The strength of the penalty depends on the level 𝛼. 

3. An analogous penalty term &
+
× (𝑦 − 𝑢) × 𝐼(𝑦 > 𝑢) for all the 

observations that fall above the upper end 𝑢 of the PI. 

 

To provide more detailed and accurate information on the entire predictive distribution, we 

report several central PIs at different intervals (1 − 𝛼!) < (1 − 𝛼&) < ⋯ < (1 − 𝛼,) along 

with the predictive median, 𝑚, which can be seen as a central prediction interval at level 1 −

𝛼' ⟶ 0. This is referred to as the WIS and it can be evaluated as follows: 

 

𝑊𝐼𝑆+":$(𝐹, 𝑦) =
1

𝐾 + 12
. (𝑤'. |𝑦 − 𝑚| +Y𝑤, . 𝐼𝑆+%(𝐹, 𝑦)

-

,%!

) 

 

Where, 𝑤, =
+%
&

 for 𝑘 = 1,2, … . 𝐾 and 𝑤' =
!
&
. Hence, WIS can be interpreted as a measure 

of how close the entire distribution is to the observation, in units on the scale of the observed 

data [3, 4].  
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